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Abstract
Modern societies have developed a variety of technologies and techniques to identify, measure and influence people and 
objects. Smart devices such as smartphones and wearables assist and track their users in every aspect of life. Large amounts 
of data are collected, evaluated and interconnected to analyse the behaviour of individuals, social groups and collectives. 
By discussing recent practices of self-tracking as well of real-time control of complex systems, we will show that real-time 
analysis and feedback loops increasingly foster a society of (self-)control. Data scientists and social scientists should work 
together to develop the concepts of regulation, which are needed to cope with the challenges and risks of big data.

1 Introduction

Modern societies have developed a variety of technologies 
and techniques to identify, measure and influence people and 
objects. Smart devices such as smartphones and wearables 
assist and track their users in every aspect of life. Large 
amounts of data are collected, evaluated and interconnected 
to analyze the behavior of individuals, social groups and 
collectives.

Since 2015, a group of German social scientists has con-
ducted the research project “Assessing Big Data” (ABIDA)1 
with the objective to analyze the societal implications of Big 
Data—particularly elaborating the question, in what way and 
to what extent modern technologies of data analysis entail 
novel societal benefits and risks that differ from previous 
socio-technical configurations. This paper sets out to discuss 
a couple of theses concerning this question.

After a short retrospective of digital data analysis, we 
lay out various applications of data analytics in the light of 
distinct research cultures between data science and social 
science. Subsequently, we elaborate how self-tracking and 

real-time control of complex systems on the basis of data 
analytics create new individual and collective practices that 
shape modern societies. As these practices bear many risks 
for individual rights and collective achievements, we finally 
shed light on various propositions for the regulation of Big 
Data. Our argument is that Big Data, real-time analysis and 
feedback loops increasingly foster a society of (self-)control. 
But at the same time, these technologies are highly conten-
tious and set the stage for conflict—be it between academic 
disciplines or different political worldviews.

2  From Information Society to ‘Big Data’

Since the advent of the term ‘Big Data,’ society has become 
increasingly aware of its ubiquitous informatization. How-
ever, an initial discourse about the risks and potentials of 
mass data, its analytics and its social implications emerged 
as early as in the 1960s—from Marshal McLuhan’s [1] 
vision of an electronically networked “global village” and 
Tadao Umesao’s [2] idea of an upcoming “information soci-
ety” to Arthur Miller’s [3] concern over an “assault on pri-
vacy”, Alvin Toffler’s ([4]: 350) thesis of an “information 
overload”, and Hal Beckers [5] widely noticed question “Can 
users really absorb data at today’s rates? Tomorrow’s?”. In 
this respect, the recent debate can be seen as yet another step 
in a gradual process which started decades ago (cf. Table 1).

Today, the umbrella term ‘Big Data’ covers a wide range 
of data mining methods and application areas: insurances 
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are applying individualized pricing models based on self-
tracking, promising equitability but bearing the risk of an 
erosion of solidarity. Predictive policing programs are set 
to identify potential criminal activity and, at best, to prevent 
crime. Military intelligence aims to integrate machine data 
generated by ships, vehicles, aircraft, drones or satellites, 
human generated data from social media sites and business 
data from e-commerce transactions. Political data analy-
sis has led to sophisticated micro-targeting and predictive 
analytics. Mass data analysis is seen to profoundly change 
healthcare systems and the treatment of disease. Data-orien-
tated industrial management is trusted to increase productiv-
ity, quality as well as agility. And ‘smart cities’ are promoted 
to integrate Big Data and the Internet of Things to improve 
the efficiency of urban services [6].

3  Big Data Analytics and Its Societal 
Implications

Data evaluation strategies vary by application and implicate 
heterogeneous societal challenges. Quite a few established 
modes of Big Data analytics—e.g., smart traffic manage-
ment—operate at higher levels of aggregation and do not 
necessarily resort to personally identifiable information. In 
contrast, various practices of behavior tracking and profil-
ing challenge traditional notions of privacy as they aggre-
gate and combine detailed individual data, which eventually 
results in accurate predictions of “highly sensitive personal 
attributes including: sexual orientation, ethnicity, religious 
and political views, personality traits, intelligence, happi-
ness, use of addictive substances, parental separation, age, 
and gender” ([7]: 5802). Thus, the current hegemony of a 
few multinational companies as the operators of key dig-
ital infrastructures poses a challenge to state control and 
regulation.

For one, ubiquitously used services such as Twitter or 
Facebook contribute—with their predefined filter algo-
rithms—significantly to the structuring of communication 
and social life. Secondly, digital infrastructures are opening 
up expanded possibilities of observation and control as the 
profiles of their users can be evaluated and sanctioned much 
more efficiently than before. This applies in particular to 
the ecosystems of smartphones, tablets and wearables: With 
the ‘walled gardens’ of Apple’s iOS and Google’s Android 

devices, the production and use of content or software have 
indeed become simpler. However, this standardization has 
also served to buttress the rule-setting force of a few domi-
nant operators which is accompanied by an unprecedented 
control over user data [8].

Against this backdrop, social science has an important 
role to play in the Big Data discourse: On a general level, 
sociologists want to generate generalizable knowledge and 
explanations, while engineers and data scientists tend to 
aim for structured and applicable information (cf. Table 2). 
Engineers and data scientists often focus on creating prod-
ucts that work at solving an applied problem and usually 
believe “in a ‘ground truth’ to which they can train models 
and align their solutions” ([9]: 25); in contrast, social sci-
entists aim to contextualize present societal dynamics both 
within broader socio-economic developments as well as 
long-term social transformation processes in order to explain 
why something happens.

In this sense, social science is set to act as an imperative 
counterbalance to popular persuasions that “with enough 
data, the numbers speak for themselves” [10]—in particular 
as cheap and large data sets bear the risk to solely rely on 
quantifiable data and even the most detailed data sets remain 
objects of subjective or context-dependent interpretation. 
The bigger the data sets, the greater is though the probabil-
ity to discover randomly congruent patterns and to deviate 
spurious correlations.2

In order to highlight the societal implications of contem-
porary practices of data collection and use, we now turn to 
individual data-related practices, before shedding light on 
the governance of complex systems.

Table 1  Phases in the informatization of society

1960s/1970s 1980s/1990s 2000s 2010+

Emergence of the concept and term 
‘information society’

Beginning informatization of every-
day life (e.g., videotex, WWW)

Rise of data-focused technology 
companies and society-wide ‘Web 
2.0’ discourse

‘Big Data’: Growing societal 
awareness of informatiza-
tion

Table 2  Distinct research cultures (Source: [9], modified)

Social science Engineering/data science

Goals Search for explanation 
why something happens; 
develop theory

Search for accurate predic-
tion of what happens; 
create algorithm

Focus Explanation Practical relevance
Beliefs Data are biased Data have ground truth cases

2 See, e.g., http://tylervigen.com/spurious-correlations.
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4  Self‑Tracking of Private Life

By means of smartphones and wearables (smart watches, 
activity trackers, smart glasses, etc.), individual behavior 
and bodily functions are now accessible for informatization, 
too. Different sensors, which are mostly worn on the body, 
allow their users to collect continuous data sets in an auto-
mated manner. In the past, this was reduced to selective data 
points or required a significant effort ([11]: 9–10).

From a sociological perspective, self-tracking is instruc-
tive as it allows to study the impact of informatization in 
an empirical field, that has not been determined and regu-
lated by numbers to the same extent in the past. Addition-
ally, the users actively form part of the production of sensi-
ble data sets. Some aspects of this specific data generation 
process shall be introduced subsequently, focusing on the 
enhancement of individual knowledge, comparison, and 
gamification.

4.1  Enhancement of Knowledge

“Knowledge through numbers” is the slogan of the Quanti-
fied Self-center (QS),3 which started in 2007 and has become 
a world-wide movement which unites users, developers and 
other people interested in the informatization of personal-
ized information. The enhancement of individual knowledge 
and self-optimization [12] are key factors for self-tracking, 
regardless of the initial motivation (health, sporting perfor-
mances, lifestyle). Interestingly, these goals are frequently 
reduced to rather ‘mundane’ objectives, such as ‘looking 
better’, ‘being a bit healthier’, or ‘loosing five kilos’ [13]. 
General motivations for self-tracking can be classified as 
following [14]:

• Self-reflection As a consequence of widespread uncer-
tainty of modern life ([15]: 199) self-tracking has become 
a new source of meaning and social recognition.

• Optimization Self-assessment contributes to a better 
understanding of the own body and helps to identify 
options for optimization ([12]), e.g. with the aims of 
curing diseases, controlling emotions, anticipating risks 
or increasing performance. Instant feedback of smart 
devices allows for reflexive control and a ‘flexible’ man-
agement of behavior (e.g., ‘flexible dieting’ or ‘if it fits 
your macros’).

• Emancipation Self-trackers see themselves as inventive 
and competent patients, who collect and compare health 
data and monitor their bodies independently. This auton-
omous access to body knowledge reduces their depend-

ency on orthodox medicine and allows them to escape 
the informational hegemony of medical experts ([8]: 3).

• Compliance New social norms, which shift the responsi-
bility for one’s own body to the individual, have addition-
ally promoted the practices of self-assessment.

4.2  Comparison and Gamification

Self-trackers mostly see themselves as first point of refer-
ence; the only significant ‘sample’, which does not require 
any comparisons or average values, is the own body [16].

In contrast to this very individualized data-practice, vari-
ous applications also offer possibilities to share one’s data 
with others and to perform permanent comparisons, open-
ing up the possibility to gain badges and prizes or to access 
additional levels. Gamification approaches, which apply 
game-typical elements on tasks of everyday life and work, 
are mainly used for motivational aims ([11]: 23f). These 
extrinsic incentives lead to the (voluntary) discloser of data 
to the respective platform providers or create a certain group 
pressure to participate in self-tracking or sharing one’s data 
([11]: 115ff). Furthermore, self-tracking thus can be seen 
as the attempt to create a collective understanding of the 
categorization, evaluation, and comparison of the modern 
self [17].

Consequently, self-tracking provides new types of data 
insights into previously not datafied fields of bodily and eve-
ryday performances and enables new life styles including 
direct behavioral control. However, these practices can be 
regarded critically regarding data privacy, surveillance and 
societal power relations.

5  Real‑Time Control of Complex Systems

Digital mass data not only allow to monitor individuals and 
to control individual behavior. Furthermore, companies and 
state authorities that manage large-scale socio-technical sys-
tems (e.g., transport or energy systems), are increasingly 
able to control those systems in real-time, if they have access 
to real-time data from the respective sensors, machines, 
users or customers [18].

While driving modern cars or using public transport, 
every user who has agreed to the terms of service transmits 
large amounts of data concerning position, speed, destina-
tion, etc. These data sets are used by traffic control centers 
to compute an up-to-date picture of the whole system and 
to identify patterns such as traffic jams or congestions. Yet, 
the main feature is prediction: Route guidance systems (e.g., 
Google Maps, TomTom) utilize the recorded patterns to pre-
dict future states of the system and to recommend bypasses 
or other strategic options. Users are free to comply with 3 http://quantifiedself.com/.

http://quantifiedself.com/
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the advice or to make own choices. Hence, the state of the 
overall transportation system a few minutes later emerges 
as the aggregated result of a huge number of decentralized 
decisions of independent actors. However, they are subject 
to control of a central authority that manages the system 
using soft incentives. This central authority pursues global 
goals, e.g. avoiding traffic jams or reducing  CO2 emissions. 
This may contradict individual objectives of moving fast, in 
a comfortable and self-determined way.

In the cases of smart transportation and smart grids, 
we can thus observe a new mode of governance: a ‘soft’ 
or ‘smart’ central control of decentralized, distributed sys-
tems [19, 20]. Individual actors maintain their autonomy 
to search for local optimum while at the same time being 
part of a rather global process, automatically guided and 
optimized by algorithms in real-time. In this case, privacy 
concerns are less relevant, because most systems are based 
on anonymized data. It is rather the opacity of real-time 
algorithmic decisions that may create a conflict between 
different participants [21]. In addition it remains an open 
question, to what extent individuals, that have gotten used to 
route guidance or other algorithmic systems, are still capable 
of taking their very own decisions, if the algorithmic rec-
ommendation is obviously erroneous and significant time 
pressures emerge. Whereas e.g. road trips formerly required 
planning as preceded action (looking at the road map before 
the trip starts), real-time systems of today enable real-time 
planning (start your trip and follow the continuously updated 
route guidance system). Traffic users that get accustomed to 
these services thus may increasingly become dependent on 
them and lose options.

6  Political Regulation of Big Data

As previously shown, Big Data may entail undesired soci-
etal consequences. Critics state that, without proper regula-
tion, Big Data threatens individual liberties and democratic 
principles.

Yet, a common claim is that Big Data and regulation 
are antithetical. Some authors argue that Big Data renders 
the differentiation between personally identifiable data and 
other data obsolete, thus challenging current regulation [22]. 
In a similar vein, critical scholars (and civil rights groups) 
sustain that many Big Data related practices undermine the 
data protection principles of data minimization and purpose 
specification or contextual integrity [23]. A strict implemen-
tation of the current data protection regulation would finally 
stifle Big Data based innovation, as many industrials, politi-
cians and researchers argue.

The perceived tension between Big Data and current 
regulation has led to a multitude of different regulatory sug-
gestions [24].

• In the domain of state regulation, the most important 
ideas are to adapt data protection (e.g., by introducing 
vast data portability rights), and to improve the imple-
mentation of current data protection, for example via 
privacy impact assessments or better resources for inde-
pendent data protection authorities. Another set of prop-
ositions calls for the complementation of data protec-
tion with other regulatory approaches, such as anti-trust 
regulation, and to find ways to protect human, civil and 
consumer rights, for example through anti-discrimination 
policy.

• In the domain of corporate self-regulation, the main 
propositions concern corporate social responsibility 
(CSR) instruments such as codes, standards and norms. 
Another regulatory approach is to encourage the develop-
ment of privacy-enhancing and fairness-enhancing tech-
nologies: privacy by default, privacy by design, equal 
opportunity by design, bias mitigation and others. In 
addition, companies can participate in Big Data regula-
tion by certifying their products, practices and organiza-
tions via seals and audits.

• In the domain of regulation through civil society, class 
actions, for instance lawsuits filed by consumer protec-
tion agencies, and support for citizens and consumers 
have been recommended to cope with Big Data induced 
risks.

• In the domain of professional self-regulation, relevant 
professions, such as data science professionals and data 
protection officers, could autonomously develop ethical 
guidelines for practices and qualification.

• Finally, the regulation through self-protection encom-
passes recommendations that aim at informing and sen-
sitizing citizens and users in order to activate individual 
and collective self-protection.

Thus, this multitude of regulatory proposals—which can 
overlap, be combined and be implemented in very different 
ways—reveals that the debate about the political regulation 
of Big Data is not a mere search for technical adaptations to 
technological innovations.

There is no quick regulatory answer to technological 
change. In some cases, technological answers might be avail-
able and helpful. Yet in many cases, the conflict between dif-
ferent propositions is a struggle between different ideas and 
actors with various interests, resources and worldviews [25]. 
For instance, a neo-liberal conception, pleading for corpo-
rate self-regulation through ethical codes and improved 
measures for informed consent by users [26] is diametri-
cally opposed to a (socio-)democratic view that calls for 
stronger state intervention in Big Data regulation through 
bans [27], the provision of public internet and data services 
[28], and an approach to data protection that is centered on 
collectives and not merely on individuals [29]. However, all 
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those propositions share the challenge to establish an effec-
tive regulatory regime on a transnational level—a domain 
where states have limited regulatory capacity.

7  Conclusion

The informatization of almost every aspect of life has pro-
found societal implications. Smart devices as smartphones 
and wearables, smart cars or smart meters collect and trans-
mit a previously unknown stream of digital mass data. Con-
sumers have become an active part of the game by voluntar-
ily supplying personal content, private usage information 
and various kinds of hidden meta data to the respective pro-
viders, in turn gaining instant analytics (e.g. self-tracking), 
real-time recommendations and knowledge-representation 
(e.g. route planning) or constant feedback on common tasks 
and processes.

From a sociological point of view, this increasing infor-
matization of everyday life and the digitalization of societal 
and economic sectors first and foremost raises—aside from 
privacy concerns—the issue of control and regulation: since 
aggregated and interconnected data can be readily used to 
influence or even control individual and collective behavior 
as well as complex socio-technical systems, the currently 
observable infrastructural power of a few globally leading 
companies such as Apple or Google, controlling encom-
passing platforms of data collection and distribution [30], 
strongly calls for regulation. A future regulation should com-
bine the implementation of suitable legal instruments on a 
transnational level with a constant monitoring of the societal 
effects of Big Data. Only when we know under what circum-
stances Big Data leads to discrimination, manipulation and 
other undesired effects, will we be able to criticize and to 
prevent them. For this aim, social science, data science and 
engineers should join forces.
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